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Social media has become a part of everyday life. All types of real-world behavior are now showcased online—including criminal behavior, bullying, threats and the glorification of violence.

Increasingly, youth associated with antisocial peer groups—such as neighborhood-based “crews” engaging in violent rivalries—use social media as a tool to create criminal opportunities and amplify conflicts. Unfortunately, in many cases, this type of social media usage can lead to real-life violence or other serious ramifications, such as arrest.

The Crime Commission is engaged in several initiatives that seek to provide social media users with tools and information to help them stay safe both on- and off-line, including the development of an innovative new program that trains anti-violence professionals as “E-Responders” to intervene and deescalate violence provoked on social media. As part of this work, this series, “Social Media & Real-World Consequences”, provides readers with an overview of the ways youth are communicating on social media, the associated risks of these communications turning into real-world violence, and the range of legal, educational and professional consequences youth may face in the real-world.

High-risk youth engage in numerous types of dangerous communication on social media, including threatening and taunting others (often those from rival crews), promoting their self-image and crew, mobilizing others for disorderly or criminal activity, and recruiting other youth to join their crew. These types of communication are highly visible and exist beyond private messages and chats. Status updates, comments, photos, and videos often contain content prohibited by platform providers; however, they remain on the sites, fueling conflict. Moreover, youth often use social media to acquire weapons for attacks and protection.

These dangerous communications have an extremely high risk of going from virtual to violent, and often result in very serious consequences in the real-world. When these consequences include violence, such as fights and shootings, they are often immediately documented and discussed online, increasing the likelihood of retaliation and further perpetuating the cycle of street violence.

Taunts, threats, and intimidation on social media often lead to in-person fights, which can have deadly consequences. Youth often post continuous information about their ongoing conflicts, including violent intentions prior to carrying out shootings. This was the case in the Bryant Park skating rink shooting in November 2013, as well as in a shooting that occurred at a house party in Brownsville in January 2014, in which a 16-year-old was killed. The Bedford-Stuyvesant bus shooting in March 2014, which led to the death of a straphanger, was instigated by months of taunting on social media between two rival crews.

Beyond violence and victimization, these harmful behaviors can lead to a wide range of legal, educational and professional consequences in the real-world. For example, police use social media to help identify, track, and build cases against individuals, culminating in indictments, such as the June 2014 takedown of 103 youth in West Harlem. Schools, financial aid providers, and employers also use social media profiles as a form of background check when considering an individual for admission, scholarship, or employment, and to inform disciplinary actions—something many people are not aware of when they post recklessly on social media.
Given the seriousness of the risks and consequences associated with these types of communication, it is critically important to gain an understanding of what creates and amplifies violence, along with what legal, educational, and professional repercussions can occur. From this understanding, stakeholders must work together to develop a comprehensive strategy to promote digital citizenship that seeks to:

**RAISE AWARENESS**

- Through both online and in-person public awareness initiatives, school curriculum, and employee trainings, social media users must be educated on how to protect themselves and others from violence and other crimes, and of the potential consequences for posting certain types of content.

**EMPOWER BYSTANDERS**

- Provide tools that foster bystanders’ responsibility to respond including:
  - Educate users on the types of harmful communication and the different risk/emergency levels;
  - Encourage users to monitor social media for the identified types of communication to ensure the content gets noticed and responded to appropriately;
  - Promote strategies that support bystanders in feeling competent in their ability to respond and help victims; and
  - Provide users with concrete examples of actions that can be taken for each level of emergency and guidelines that keep bystanders and others safe from harm.

**EMPOWER RESPONSIBLE ADULTS**

- Provide adults with the tools necessary to identify, assess, and respond to potentially dangerous content, as well as educational resources explaining how to talk to youth about safe social media habits.

**ENHANCE ENFORCEMENT OF SOCIAL MEDIA PLATFORM POLICIES**

- Advocate for social media platforms to enforce terms of use policies and to deter prohibited behavior by:
  - Hiring culturally competent reviewers who are capable of understanding the risks associated with posted content;
  - Developing strategies to proactively monitor content; and
  - Educating users about why certain content is prohibited.

**EXPAND LAW ENFORCEMENT PREVENTION & INTERVENTION STRATEGIES**

- Solicit tips from the community about social media intelligence and utilize collected tips to inform responses.
- Utilize information collected via social media to informing resource deployment decisions and partnership-building with stakeholders.
- Create a visible online police presence by implementing an “E-Patrolling” strategy.

By incorporating the above efforts into a comprehensive strategy to promote digital citizenship, we can begin to reverse the troubling trend of social media interactions going from virtual to violent, and prevent devastating consequences in the real-world.
Approximately 92% of youth have witnessed harassment online (e.g., offensive name calling, physical threats, purposeful embarrassment, sustained harassment, sexual harassment, stalking). This should come as no surprise to anyone who reads the frequent news reports detailing cyberbullying, crew violence, criminal activity, and self-harm fueled by social media. The pervasiveness of harmful behaviors online call into question how stakeholders (e.g., law enforcement, school officials, employers, social media platform providers, community-based organizations, and community members) can better promote digital citizenship (i.e., appropriate, responsible social media use) and help youth avoid the real-world consequences of harmful social media use.

REAL-WORLD CONSEQUENCES

What individual users deem as acceptable and unacceptable on social media is dictated by the social norms of those in their network. These implicit norms are learned through observation and interpretation, leading users to share content they have seen their “friends” share. Further, norms can facilitate the spread of anti-social behaviors and cause users to be unaware that they are engaging in harmful behavior. This ultimately puts users in danger of victimization and a range of legal, educational, and professional consequences in the real-world:

VICTIMIZATION

Youth frequently post offensive taunts, threats, embarrassing comments, photos or videos, and other harassing content on social media. These communications can escalate into real-world violence. For example, a Facebook argument that lasted for three days ended when a 28-year-old Kentucky woman drove to her half-sister’s home and shot her in the forehead. In another case, a 14-year-old girl in Chicago shot and killed her 14-year-old friend following a Facebook feud over a boy.

Youth also frequently post photos of themselves with drugs, alcohol, cash, and firearms. This can put youth at risk for robbery, burglary and violence. These behaviors can even lead to unintentional violence: for example, while posing with a gun for a photo to post on social media, a 13-year-old was shot and killed by his 15-year-old friend.

Poor posting habits such as posting your vacation plans or current location (by geotagging, checking-in, etc.) can put youth at risk for robbery, burglary, stalking, or violence because these posts alert perpetrators to where youth are and where they are not.
LEGAL
Law enforcement agencies are using social media for collecting evidence and intelligence, identifying criminal networks, locating witnesses, and monitoring for events that may require police response, among other activities. In fact, 86.1% of surveyed law enforcement agencies report using social media for criminal investigations and 66.1% report using it as an intelligence gathering tool. Evidence obtained from social media has helped law enforcement to arrest and indict hundreds of youth in New York City. For example, in April 2013, the Manhattan District Attorney’s Office indicted 63 members of three rival crews in East Harlem on charges including conspiracy, attempted murder, assault, attempted gang assault, and criminal possession of a weapon, among others.

The indictments document social media posts and offline activity of crew members linking them to three murders and more than 30 shootings over a four year period. Of the 63 indicted in the case, 62 defendants pleaded guilty—some received lengthy prison sentences (e.g., 16-years, 20-years)—and one case was sealed.

In addition to using social media to gather evidence and intelligence, courts have imposed restrictions on individuals’ use of social media as part of probation or parole conditions. For example, a New Jersey woman convicted of interference with custody received a five-year probation sentence that included the condition that she refrain from posting comments about her ex-husband and children. Further, under New York’s Electronic Security and Targeting of Online Predators Act (e-STOP), as part of probation and parole conditions sex offenders are required to register all of their Internet accounts and identifiers (e-mail addresses and screen names) with the state to enable the state to provide this information to social media sites for removal; furthermore, certain sex offenders are explicitly banned from using social media and engaging in other communications online.

The legality of law enforcement’s use of social media in investigations is just beginning to be weighed by the judicial system. Many constitutional questions remain unresolved including whether content posted to social media sites is protected as “private” under the Fourth Amendment and whether it is constitutionally permissible for law enforcement agencies to use fictitious identities to create social media accounts to obtain content (e.g., photos, videos) posted by users. In addition, there are questions regarding whether social media communications are protected under the First Amendment, such as in the case of using music videos as evidence.

In 2012, the U.S. District Court for the Southern District of New York ruled that the government did not violate the Fourth Amendment when it obtained content from a defendant’s Facebook page which the defendant had designated as “private” because the government had obtained the content with the assistance of a cooperating witness who was “friends” on Facebook with the defendant. In its decision, the District Court noted that the defendant’s “legitimate expectation of privacy ended when he disseminated posts to his ‘friends’ because those ‘friends’ were free to use the information however they wanted—including sharing it with the Government.”

In September of 2014, the New York State Supreme Court Appellate Division First Department permitted Facebook to proceed with an appeal of a decision to compel Facebook to comply with the Manhattan District Attorneys’ search warrants—warrants that demanded the secret release of data on 381 users related to a disability benefit fraud investigation. Facebook’s appeal argues that the warrants violate users’ Fourth Amendment rights and Facebook’s First Amendment rights.

The U.S. Supreme Court began hearing arguments in December of 2014 regarding the case of a Pennsylvania man who posted threats on Facebook, some of which were lyrics of songs. In these posts, Elonis threatened to injure numerous people, including patrons and employees of an amusement park where his employment was terminated, his estranged wife, police officers, an FBI agent, and a class of kindergartners. He was convicted of federal charges including making unlawful threats against schoolchildren and transmitting in interstate commerce threats to injure another person. On June 1, 2015, the Supreme Court reversed and remanded the lower court’s ruling, holding that “the Third Circuit’s instruction, requiring only negligence with respect to the communication of a threat is not sufficient to support a conviction under Section 875(c)” of title 18 of the U.S. Code. The Supreme Court found that Elonis’s conviction “was premised solely on how his posts would be understood by a reasonable person”, and the jury was instructed that the Government needed to prove this standard in error. In its opinion the Supreme Court decided that “Section 875(c)’s mental state requirement is satisfied if the defendant transmits a communication for the purpose of issuing a threat or with knowledge that the communications will be viewed as a threat.”

Idk if I could get indicted for this but...

facebook post – June 5, 2014

Ink if I could get indicted for this but...
EDUCATIONAL

Social media communications can result in significant consequences at school and can impact students’ behaviors in school. Researchers have found that youth who report being harassed online more frequently also report receiving detentions and suspensions, ditching or skipping school, and carrying a weapon to school. Many of these youths are not only victims, but also perpetrators of online harassment.

Schools are increasingly faced with making disciplinary decisions based on students’ social media activities that occur both on- and off-campus. Some school districts have even hired companies, such as Social Sentinel and Geo Listening, to monitor the social media activity of students. Generally, school policies provide for jurisdiction over social media communications that take place before, during, and after school while on school property, while traveling on school vehicles, at all school-sponsored events, and “on other-than-school property when such behavior can be demonstrated to negatively affect the educational process or to endanger the health, safety, morals, or welfare of the school community.” Jurisdiction also applies anytime or place when using a school-provided device.

As a result of these policies, students can be suspended or expelled for a wide range of content posted on social media. For example, a Madison Middle School (KS) student was expelled after she posted on Facebook during school hours that she wanted to “smack a teacher” (the post did not specify an individual teacher). Twenty-four students were suspended from Cowan Road Middle School (GA) for posting on Facebook that they were going to break the school’s dress code. Two students were suspended and another expelled from Chapel Hill Middle School (GA) for posting on Facebook that a specific teacher was a pedophile, a rapist, and had bipolar disorder, among other comments.

The issue of school disciplinary action for online, off-campus student speech has raised numerous questions related to First Amendment and due process protections. For example, a Nevada high school student was temporarily expelled for sending messages to friends over MySpace while off-campus, which included comments about carrying out a school shooting. In 2013, a three-judge panel for the U.S. Court of Appeals for the Ninth Circuit upheld the decision to expel the student, concluding that the school district did not violate the student’s rights to freedom of expression or due process, because the messages “both interfered with the rights of other students and made it reasonable for school officials to forecast a substantial disruption of school activities.” In another case, a West Virginia student was suspended for creating—from a home computer after school hours—a MySpace group discussion page suggesting another student had a sexually transmitted disease. In 2011, the U.S. Court of Appeals for the Fourth Circuit upheld the suspension, finding that the school’s interest in maintaining order and protecting the well-being and educational rights of its students outweighs student rights to free speech off-campus.

In addition to disciplinary decisions, schools and scholarship providers are using social media to inform admissions and financial aid decisions. Over 30% of college admissions officers and 18% of scholarship providers report visiting an applicant’s social media page. Of those who review social media pages, 30% of college admissions officers reported finding content that negatively impacted the applicant’s chances of admission, and 6% of scholarship providers reported denying a scholarship because of information found on social media. Some schools have even requested the usernames and passwords of applicants and students. Many states have enacted legislation prohibiting schools from requesting this information (legislation is currently pending in NY). To protect the privacy of users and users’ friends, Facebook has made sharing or soliciting a password a violation of its Statement of Rights and Responsibilities. However, schools and scholarship providers have found alternative means to gain access to students’ social media pages by requiring users to “friend” them.

WE BREAKING DRESS CODE *RIPPED/DESTROYED JEANS *LEGGINGS/TIGHTS *TANKS AND CROP TOPS *SLIDES, UNTUCKED SHIRTS *HATS, GLASSES EVERYTHING THEY SAY WE CAN’T WEAR, WEAR THE LAST DAY OF SCHOOL THIS IS THE DAY IT GETS REAL

facebook status update – May 29, 2014
In professional settings, inappropriate social media posts can also result in consequences for youth when they enter the workforce. Many employers use social media to screen job applicants. Of employers who screen job candidates on social media, 51% report finding content that caused them not to hire the candidate. The types of social media content employers cited as reasons for not hiring job applicants included: provocative or inappropriate photographs or information (46%); information about drinking or drug use (41%); bad-mouthing a previous company or fellow employee (36%); poor communication skills (32%); discriminatory comments related to race, gender, religion, etc. (28%); and was linked to criminal behavior (21%), among others.

Employers also look for these types of posts when monitoring employees’ on-the-clock and off-the-clock behaviors, and to inform disciplinary decisions. Employees have been fired or disciplined for comments ranging from insensitive and biased remarks, to complaints about bad tippers, to gripes about perceived pay disparities, and being bored at work, among other posts.

Some employers, like some schools, have asked applicants and employees for their social media usernames and passwords. Many states have also enacted legislation prohibiting employers from requesting this information (legislation is currently pending in NY).

In addition to questions regarding First and Fourth Amendment violations, employers’ use of social media for the screening of applicants and the monitoring and discipline of employees raises numerous legal questions related to discrimination, privacy, and unfair labor practices under federal laws (e.g., Title VII of the Civil Rights Act of 1964, Stored Communications Act, National Labor Relations Act (NLRA)). For example, users’ social media pages often include information about protected characteristics (e.g., religion, race, sex, national origin) that employers are prohibited from considering in hiring decisions. As a result, if an employer uses social media to screen applicants, the applicant may have cause to bring a Title VII discrimination claim against the employer. In disciplinary cases, courts have ruled that employers are permitted to access public social media posts, and that employers were permitted to obtain social media content by gaining access via a coworker’s account who is “friends” with the employee in question. However, employer access of social media content may be considered a violation of an employee’s privacy interests if the employer gains access under false pretenses or by placing an employee under duress. The National Labor Relations Board has imposed limitations on employers’ social media policies to ensure against infringing on an employee’s rights under the NLRA. Based on these rulings, employers may not discipline an employee for posting comments/complaints about the employer when they are made on behalf of other employees or made with the intent to induce or prepare for group action. However, complaints made solely by an individual employee are not protected, and therefore may result in disciplinary action.

---

\[1\] It is an unfair labor practice “to interfere with, restrain, or coerce employees in the exercise of” their rights to self-organize, form, join, or assist labor organizations, bargain collectively, or engage in other concerted activities for the purpose of collective bargaining or other mutual aid or protection (29 U.S.C. § 158(a)(1)).
PROMOTING DIGITAL CITIZENSHIP
Youth, especially those who are crew-involved, frequently post content on social media that can put them at risk for violence and other crimes; moreover, these posts can be used against them by law enforcement, education officials, and employers, which can result in consequences that compound the obstacles they face in completing school and gaining employment. Criminal laws and enforcement, school disciplinary codes, employer policies, social media platform terms of use agreements, and court rulings do little to teach youth how to use social media responsibly and what content is and is not acceptable. They also fall short in preventing the spread of anti-social norms online. To prevent violence, legal consequences, school drop-out, and unemployment, stakeholders must work together to promote digital citizenship and to proactively respond to social media posts. A comprehensive response to risky social media content must include: raising awareness among social media users and the general public, empowering bystanders and responsible adults, enhancing enforcement of social media platform policies, and incorporating social media into law enforcement prevention and intervention strategies.

RAISE AWARENESS AMONG SOCIAL MEDIA USERS & THE GENERAL PUBLIC
To increase the public’s understanding of responsible social media use, stakeholders should work together to implement a public awareness initiative (both online and in-person) with the goal of educating individuals about their role in protecting themselves and others from violence and other crimes, and the potential consequences for posting certain types of content. This effort should also seek to empower individuals to respond to potentially harmful content. Initiatives should be developed for various target audiences, including youth who post irresponsible content, the general youth population, family and community members, service providers, and employees, and applied in a range of settings (e.g., schools, community forums, anti-violence organizations, businesses, online webinars or videos). Suggested topics to address include:

- Consequences of posting certain types of content on social media (e.g., legal, educational, and professional consequences for posting threats and/or criminal activity, the range of charges/sentences that could result from posting criminal activity);
- How online content can lead to violence (e.g., the potential for retaliation from self-promoting and/or taunting posts, arguments);
- Ways to respond (e.g., how to deescalate conflicts occurring online, how to assess the seriousness of threats, who to report content to, tips for determining appropriate responses based on the users’ strengths and relationship with the poster/target);
- Safe social media habits (e.g., how geotagging posts can lead to crimes such as retaliation and burglary); and
- Known criminal threats (e.g., robberies facilitated by social media).

In addition to public awareness initiatives, schools should incorporate curriculum that seeks to educate students on these topics and support skill building in the areas of conflict resolution, empathy, anger management, and self-control. Schools and businesses should also implement policies that seek to educate students and employees about responsible social media usage, and their own organization’s expectations of use.

ii. See volume I of series “Social Media & Real-World Consequences: From Virtual to Violent - How Social Media Fuels Real-World Violence”
EMPOWER BYSTANDERS

We know that youth are witnessing harmful behaviors on social media, and that these behaviors are often ignored or reinforced by others. In order to foster an environment of proactively responding and intervening, stakeholders must devise strategies to break the bystander effect online. The bystander effect is a phenomenon where the more people witnessing an altercation, the less likely any one person will take the initiative to respond. This is attributed to a diffusion of responsibility, which means that when the individual is in a group, s/he believes that s/he is less responsible to respond than when s/he is alone and the only one available (and therefore responsible) to respond. On social media, diffusion of responsibility is often mixed with deindividuation (i.e., loss of self-awareness and individual accountability in a group) that may decrease the likelihood of responding to content. Research has found that in order for a bystander to respond to an emergency they must:

1. Notice that something is happening;
2. Interpret the event as being an emergency;
3. Feel responsible to respond to the emergency;
4. Develop a plan on how to assist; and
5. Implement that plan.

Because these steps operate in a sequential fashion (i.e., disruption during any of these steps prohibits the individual from continuing on to the next one), stakeholders must devise strategies that address each step to achieve empowering bystanders on social media.

Steps 1 & 2: Notice that Something is Happening & Interpret the Event as Being an Emergency

Social media users frequently view harmful content online, but may not be aware that these posts are problematic, or that they are an emergency that warrants a response. To ensure social media users notice content and interpret it correctly, stakeholders should educate users on the types of harmful communications and the different risk/emergency levels (high, medium, low) of content to aid them in determining what is and is not an emergency. This information will assist the bystander in weighing different types of information, such as the actual content, the user’s involvement in past altercations, rumors, and the likelihood of the user following through with a threat. The risk levels for each type of content should be as clear as possible (to avoid confusion and promote efficiency), with more focus on the high-risk communications that may readily lead to a consequence. Having clear guidelines about what makes certain posts high-risk will ensure that these harmful posts are noticed and that users do not have the added burden of trying to sift through the ambiguity of posts to interpret them appropriately. Stakeholders should also promote monitoring of social media for the identified types of communications to ensure the content gets noticed.

Step 3: Feel Responsible to Respond to the Emergency

Researchers have identified three factors that influence the degree of responsibility to respond a bystander feels:

1. Whether they believe the victim is deserving of help (empathy);
2. Their competence in giving help (empowerment); and
3. The relationship between the bystander and the victim (closeness).
Users are typically “friends” with a range of individuals on social media from close friends and family members, to acquaintances and friends of friends, and even people they have never met before. Therefore, the relationship between the bystander and the victim is significantly variable in the online setting, like it can be in public settings. Moreover, deindividuation and the diffusion of responsibility associated with social media may exacerbate the bystander effect. To promote a higher degree of responsibility to respond, stakeholders should devise strategies that seek to promote feelings that victims are deserving of help and to ensure bystanders feel competent in their ability to provide assistance. Strategies that allow users to empathize with the social media community can increase feelings of closeness and responsibility. For example, taking the time to think about how content can affect others, how one may respond emotionally, and how this behavior affects the users’ online community can help to increase empathy for others. Promoting the norm of selectivity in who is added as a user’s “friend” online will also help to create a personal online community with those the user already feels close. In addition, users need to feel empowered to respond to harmful content. Teaching youth conflict mediation skills would allow them to feel competent in their ability to directly respond to irresponsible use. Outlining the multiple ways one can respond (e.g., flagging the post, reaching out and supporting others, telling trusted adults, calling the police) allows youth to feel empowered to take action in ways that are more comfortable for them. Activities that promote self-esteem concerning social interactions online will also increase feelings of competence that increase the likelihood that they will respond to harmful content.

**Steps 4 & 5: Develop a Plan on How to Assist & Implement that Plan**

Once a post is recognized as a potential threat, the next significant barrier to getting a bystander to respond is knowing how to provide assistance. Many social media users have been in a situation where they knew that what was being posted by another user was violence provoking, hurtful, and/or inappropriate (an emergency) (steps 1 & 2) and felt responsible to respond (step 3), but did not know how to report the content or intervene appropriately. Being knowledgeable about the multiple ways one can respond to posted content will increase the likelihood that the bystander will implement a specific action (step 5). Therefore, stakeholders can support the development and implementation of a response plan by educating users on concrete examples of actions that can be taken for each level of emergency. Providing a continuum of action steps will help bystanders think critically about the problem, and lead them to a tangible solution based on the content. Action steps should be coupled with guidelines that seek to ensure that bystanders do not place themselves or others in danger. Possible responses may include direct intervention with conflict resolution either online or offline, flagging the content for review by the social media platform, referring the content to a trusted adult, or reporting the content to law enforcement.

**EMPOWER RESPONSIBLE ADULTS**

Like bystanders who witness inappropriate content on social media, stakeholders must ensure that responsible adults are empowered and competent to respond. This is critically important given that social media platform reporting tools, such as Facebook’s “Social Reporting,” allow users to report content (e.g., harassment, bullying) to a “trusted friend.” Therefore, stakeholders should seek to empower a wide range of responsible adults such as parents, school teachers, faith leaders, service providers, medical professionals, and law enforcement officers. These efforts should seek to aid responsible adults in assessing the content and developing and implementing responses, as well as ways to educate social media users about identifying and responding to social media posts, and how to talk to youth about safe social media habits.
ENHANCE ENFORCEMENT OF SOCIAL MEDIA PLATFORM POLICIES

Social media platform providers have struggled to balance protecting First Amendment rights and preventing/discouraging harmful behavior. Social media platforms such as Twitter, Instagram, and Facebook have terms of use policies to which users must agree in order to gain access to the sites. These policies describe prohibited behaviors (e.g., promoting violence, bullying and harassment, credible threats, hate speech, self-harming behavior) and how these community standards are enforced. For example, Facebook’s policy states that the platform will remove content if it is seen as a violation of its community standards. Users can therefore report content they find offensive and believe violates these terms, and Facebook’s User Operation team will assess the post and decide on an appropriate response (e.g., reportee warned, disable reportee/feature-blocked).

This approach to enforcement is reactionary and dependent on other users reporting the prohibited content to the platform provider. As a result, this can lead to prohibited content remaining on the site, particularly when group norms cause users to fail to view the content as inappropriate. This is a significant concern for those seeking to prevent violence among crew-involved youth who repeatedly post threats, videos of violent attacks, and other prohibited content.

Even if a post gets reported to the platform, reviewers hired by the platform may not be able to understand the context of the post (especially if they are not familiar with crew and gang code or slang terms). Failing to remove reported content can signal to the user and others that this type of communication is acceptable.

To enhance the enforcement of terms of use policies and to deter prohibited behavior, social media platform providers should:

- Hire culturally competent reviewers who are capable of understanding the content of posts and associated risks;
- Develop strategies to proactively monitor for prohibited content;
- Implement responses that seek to both educate users about prohibited content and build users’ skills (e.g., offering stress management tips or conflict resolution advice instead of just replying with a warning of possible consequences or removing content with no explanation); and
- Educate users about prohibited content by meeting them where they are (e.g., reminding users of prohibited content in their news feeds).

EXPAND LAW ENFORCEMENT PREVENTION AND INTERVENTION STRATEGIES

With the growing intersection between crime and social media, law enforcement agencies must work to incorporate social media into their prevention and intervention strategies. Some ways law enforcement could incorporate social media into prevention and intervention strategies include:

- **Solicit Tips About Social Media Intelligence/Evidence** - In light of the growing number of offenders who post their criminal intentions and activities on social media, law enforcement agencies should develop strategies to collect tips from the community about intelligence and evidence on social media (e.g., 911/311 calls, direct report to police feature on social media platform), and create procedures to review social media evidence. The importance of these kinds of strategies was highlighted in the 2014 incident in Isla Vista, CA in which a 22-year-old posted videos on YouTube detailing his intentions to carry out a killing spree which Sheriff’s deputies failed to review when they conducted a welfare check on the perpetrator just weeks before he killed six people and injured thirteen others. In the perpetrator’s manifesto, he acknowledged that his plans would have been thwarted if the deputies had searched his home and found his weapons and writings.
• **Deploy Resources & Build Partnerships** - Law enforcement agencies can use the information collected to inform deployment decisions and to build partnerships with community-based organizations. For example, based on the severity of the threat, law enforcement could deploy a Violence Interrupter or Outreach Worker from a partnering organization to respond.

• **E-Patrolling: Create a Visible Online Police Presence** - Law enforcement agencies should take the proven concepts of directed and visible patrols into cyber space. This can be done by creating a visible online police presence through “e-patrols” in which police officers are tasked with making contacts with the community, potential offenders, and known offenders over social media. Moving beyond using social media for investigative and intelligence gathering purposes, an e-patrolling strategy would employ a continuum of responses to prevent and deter illegal activities, from gang crimes to domestic violence, through highly visible, and at times direct, contact with users.

---

**CONCLUSION**

Social media activity does not stay online; it spills into the real-world where it can have serious consequences for users’ relationships, education, employment, mental health, and physical safety. This multidimensional problem needs equally diverse solutions. In order to reduce the risks associated with using social media, stakeholders need to come together and address the various intersecting issues that surround this behavior. As more people begin to build their online presence through social media, it is important that community-based organizations, schools, employers, law enforcement, social media platforms, and community members come together to address safety and promote digital citizenship.
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